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Robust fitting via consensus maximisation

Outliers exist in computer vision Least square is sensitive to outliers

Objective: make model fitting robust (insensitive) to outliers



Research gap in consensus maximisation

[1] Tat-Jun Chin, Zhipeng Cai, and Frank Neumann. “Robust fitting in computer vision: Easy or hard?.” ECCV 2018.

Theoretical results on classical computers [1]

Motivation Contributions

1. Investigate a new type of computer

2. Address the random behaviour

A hybrid quantum-classical algorithm

An error bound ℐ∗ − ሚℐ ≤ 𝜌

Our 
focus



Consensus set {5, 6, 7, 8, 9, 10, 11, 12}

Maximise consensus as minimise vertex cover 
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Hybrid quantum-classical robust fitting
Hypergraph vertex cover as 0-1 ILP

𝐼 𝐴 = min
𝐳∈{0,1}𝑁

𝐳 1 𝑠. 𝑡 𝐀𝑇𝐳 ≥ 1𝑀,

where 𝑧𝑖 = 1 implies vertex 𝑖 ∈ vertex cover

Hypergraph vertex cover as QUBO

𝑄𝜆 𝐴 = min
𝐯∈ 0,1 𝑁+𝛿′𝑀

𝐯𝑇 1 𝐉 + 𝜆𝐇𝐴
𝑇𝐇𝐴 𝐯𝑇 1 𝑇

where, 𝐯 = 𝐳𝑻 𝐭(1)
𝑻 … 𝐭(𝑀)

𝑻

Hybrid quantum-classical robust fitting algorithm
1. 𝐴 ⟵ Sample new hyperedge
2. Decay penalty 𝜆
3. Solve 𝑄𝜆 𝐴 using quantum annealing
4. If ℐ ← 𝒱\𝐶𝐳 is a consensus set 
5. If 𝐳 1 < 𝐳best 1, then
6. 𝐳best ← 𝐳 and ℐbest ← ℐ
7. Repeat step 1

can be solved by 
quantum annealer
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Relaxation

𝐿𝑃 𝐴 = min
𝐳∈ 0,1 𝑵

𝐳 1 𝑠. 𝑡 𝐀𝑇𝐳 ≥ 1𝑀,

Error bound
ℐ∗ − ℐbest ≤ 𝐳best 1 − 𝐿𝑃(𝐴)

can be solved by 
quantum annealer

Current best solution Relaxation



Robust linear regression on synthetic data

Figure 1. Comparison between CPU and QPU in solving QUBO 

Figure 2. Number of outliers 𝐳 1 optimised by QPU and lower bound 𝐿𝑃(𝐴), 
plotted across the iterations of the proposed algorithm

Figure 3. Comparison between quantum annealing (on D-Wave 
Advantage) and simulated annealing (on classical computer)



Fundamental matrix estimation

Figure 4. Fundamental matrix estimation, where number of outliers 𝐳 1 and lower bound 𝐿𝑃(𝐴) plotted across the iterations of Alg. 1-F

• Solve QUBO with simulated annealing
• Alg. 1-F we run the algorithm with 300 iterations
• Alg. 1-E we terminate the algorithm as soon as a consensus set is found

Table 1. Fundamental matrix estimation. Only our algorithm amongst all methods returns error bounds

Alg. 1-F provides 
tighter error bound & 
higher quality solution



Fundamental matrix estimation

Figure 5. Qualitative results on fundamental matrix estimation



Multi-view triangulation

Figure 6. Multi-view triangulation, where number of outliers 𝐳 1 and lower bound 𝐿𝑃(𝐴) plotted across the iterations of Alg. 1-F

Table 2. Multi-view triangulation. Only our algorithm amongst all methods returns error bounds
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